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ABSTRACT

Part-in-whole retrieval (PWR) is an important problem in the field of computer-aided design (CAD) with applications in design reuse, feature recognition and suppression and so on. Initially, we present a non-parametric (and hence threshold independent) algorithm for segmenting CAD models (represented as meshes) which does not require any user intervention. As there is no labelled segmented dataset available for part clustering, we propose the use of autoencoders, one of the approaches used in deep networks along with hierarchical clustering. The features for autoencoder is derived from the Gauss map of the segments. The autoencoder network is then trained and validated using a hierarchical clustering-based approach that generates a dictionary of labels for each segment. PWR is then done by testing a query model with the network that retrieves models having the query as their subset. Comparison of the segmentation algorithm with the state-of-the-art approaches indicate that it performs better or on par. The algorithm was also tested for noisy models. Results of the part clustering and PWR are also presented for models from a CAD dataset along with the discussions.
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1. Introduction

Given a query model, three-dimensional shape search (3DSS) retrieves models from a dataset that are similar to the query model. 3DSS of CAD models has become an important problem for more than a decade due to digital archiving. Though digital archiving has been made easier because of the advent of newer hardware technologies, collecting data of CAD/Engineering models is a cumbersome task. Many of them cannot be made public due to the proprietary nature of design data. In the field of CAD/Engineering models, Engineering Shape Benchmark (ESB) is a popular database consisting of 801 models. Another popular database for CAD models is [2] which has a couple of hundreds of models. From both of these public databases, it is evident that digital archiving of CAD models is a difficult task as opposed to graphical models, for e.g. ShapeNet (which has millions of models, see [3] for more details). Jayanti et al. [1] have also noted that multimedia / graphical model datasets are not well suited for engineering domain because engineering models have high genus, discontinuities like sharp edges and vertices, assembly of individual parts etc.

3DSS is a very important problem for engineering design process such as fetching right information for design is an arduous task and designers spend over 60% of their time searching for them [4]. To aid the task of searching, shape signatures have been developed. Most of the shape signatures are tuned for global search that retrieve models that are globally similar. Iyer et al. [5] have demonstrated the capabilities of various global shape signatures for the retrieval of CAD models. There are a few shape signatures that are popular in the area of graphical models, e.g., Osada’s shape distributions [6], Yi Fang [7] et al.’s heat-kernel approach, rotation invariant spherical harmonic representation (SHR) by Kazhdan et al. [8], etc. Both [6] and [7] are global signatures, where as SHR [8], as they have mentioned, does not work well for axis-aligned objects, and Engineering (CAD) models are majorly axis-aligned.

Gunn [9] has observed that about 40% of the new designs could be built from an existing design and 40% from modifying an existing design. Ullman [10] has indicated that a large percentage (75% or sometimes, more than that) of design reuses
existing knowledge for the new product development. Considering this, retrievals that are locally similar rather than globally similar ones would be more useful. Part-in-whole retrieval (PWR), where a part is given as a query model and it retrieves models that contains the query part would be a valuable addition for the design process. PWR problem typically uses a grouping-based approach which can be done using one of the following \cite{11} - local descriptors, view-based, segmentation-based. Local descriptors use neighborhood information of a point. Finding optimal correspondences using local descriptors usually results in higher time complexity. View-based approach generates a set of 2D images from multiple viewpoints in conjunction with region-based signatures such as Zernieke moment. Selecting best set of views for this approach is the usual bottle neck and various researchers have attempted to address this problem. Segmentation-based approach first decomposes a model into a set of parts/components which are then classified and then used for part retrieval. For example, Figure 1(a) shows a segmented CAD model which are then used to classify them (Figure 1(b)).

Fig. 1: (a) Segmented CAD model. (b) Classified segments of the same model.

As retrieving engineering models need to emulate the thinking of engineers, who learn simpler concepts and compose them to represent more abstract ones \cite{12} and also a CAD model is usually built using a set of Boolean operations on many parts termed as primitives, perhaps, segmentation-based approach is more suited for PWR of CAD models.

Fig. 2: Segmented CAD model. (a) Patch-based segmentation of a CAD model. (b) Part-based segmentation of the same model.

Segmentation, in general, can be classified into patch-based (or surface-based) and part-based (or volume-based). Patch-based segmentation yields surface patches as output (Figure 2(a)) whereas part-based segmentation generates volumetric information (Figure 2(b)). Traditional segmentation algorithms for graphical models (e.g., SDF \cite{13}, WC Seg \cite{14} and for other algorithms, see \cite{15}) have been found to be not working well for low-poly CAD model as input \cite{16}. Also, algorithms that work for CAD mesh models require user-intervention / manual parameter setting (see Agathos et al. \cite{17}). For applications such as PWR, it is desirable to have an automatic algorithm for part-based segmentation.

In this paper, we present an algorithm for PWR of CAD models represented as mesh. Initially, an algorithm for the part-based segmentation is proposed that requires no user input values. The algorithm uses hyperbolic points in the model along with graph theoretical approach such as strongly connected components to segment the model. With the advent of deep learning techniques, we propose an unsupervised part clustering algorithm based on Autoencoder and agglomerative clustering as there exists no database of segmented parts of CAD models with ground truth information. Autoencoder helps in reducing the size of the feature space as well. Training and validation are then performed using a hierarchical clustering approach which is eventually used in PWR. The key contributions of our approach are

- Using Hyperbolic points and Strongly Connected Components to identify segment boundaries enabling a non-parametric (and hence threshold-independent) approach for segmentation.

- An unsupervised part clustering of the segmented parts using a Gauss map based feature extraction and Autoencoder based learning method combined with Agglomerative clustering.

2. Related Works

In this section, we mention works only related to segmentation, part clustering and PWR of CAD models (please see \cite{18} for a learning-based approach for grouping and labeling in graphical models). For segmentation, we categorize the algorithms based on patch-based and part-based.

2.1. Patch-based CAD model segmentation algorithms

A clustering approach called HFP \cite{19} detects sets of triangles that form a plane, a sphere or a cylinder. The algorithm requires the information of the number of clusters as input. Clearly, the number of segmented surfaces vary with the number of clusters. Extension of the primitive approach to thin-plate CAD models using parallel planes has been presented in \cite{20}. Gauss map and Hough transform based clustering for finding the sparse and dense regions has been proposed in \cite{21} by Xiao et al. for segmenting CAD models.

Curvature tensor based segmentation by Lavoe et al. \cite{22} converts the original triangulated CAD mesh model into a set of patches represented by subdivision surfaces. S. Gao et al. \cite{23}, presented an approach for feature suppression where the CAD mesh model is segmented by an improved watershed segmentation algorithm, constructing the region-level representation required by feature recognition. Sunil et al. in \cite{24}, has developed a method to segment free form surfaces like sheet metal into various regions by using various geometric properties such as curvature etc. and recognizing a variety of protrusion and depression features.
2.2. Part-based CAD model segmentation algorithms

Zhang et al. [25] uses a Gaussian curvature based threshold approach for segmenting into parts. Perception-based approach, proposed in [26] uses a threshold-based minimum/normal curvature approach for part-based segmentation of CAD models. Using minima of electrical charge density distribution, an algorithm for part-based segmentation has been proposed in [27]. Other algorithms [28], [29], [30] also demonstrated the segmentation for CAD models but required some amount of user intervention.

2.3. Classification of CAD models

A neural network approach to classify 3D prismatic parts has been proposed in [31] based on the projected views from a model. The research presented in [32] and [33] perform classification of the CAD Models using histogram representation and a k-Nearest Neighbour (kNN) classifier. A classification approach based on Support Vector Machines (SVMs) has been presented in [34] using surface curvatures. The idea of SVMs was also used by [35] along with a combination of moment invariants, principal moments and geometric ratios. Jayanti et al. [11] have tested various signatures for the classification of CAD models. Though neural network or learning-based approaches have been in place, application of deep learning to CAD models is very rare (except [12] which focuses on whole CAD model).

2.4. Part-in-whole Retrieval (PWR) of CAD models

Using multilevel decomposition of models via HFP [19], a thesaurus-based approach for PWR has been presented in [36]. PWR in [37] [38] use graph construction for B-Rep CAD models along with segmentation. Partial retrieval of B-Rep CAD models in [39] [40] use face adjacency graph (FAG) and patch-based segmentation. Graph matching is an NP-complete problem and hence usually inefficient. Almost all the methods use B-Rep as input for retrieval of CAD models and have to rely on patch-based segmentation.

3. Segmentation of CAD mesh models

3.1. Basic Concepts

1. Concave edge \( (E_C) \): An edge is concave if the angle between two of its incident triangles is less than \( \pi \) (angle measured from the outside).

2. Hyperbolic vertex \( (V_H) \): A vertex \( V \) with Gaussian Curvature \( K < 0 \) in the input mesh model as shown in Figure 3(a) with green dots.

3. Hyperbolic edge \( (E_H) \): A concave edge connecting two hyperbolic vertices in the mesh model as shown in Figure 3(a) in red.

4. Flat edge: An edge is a flat edge if its two incident triangles lie on the same plane as shown in Figure 3(a) in blue.

5. Segment Boundary: A boundary between two segments from a CAD mesh model (black edge in Figure 3(b)).

3.2. Characterizing the Segment Boundaries

In this section, we discuss the motivation for characterizing the vertices of a mesh using hyperbolic points for finding segment boundaries, which in turn guides the proposed segmentation algorithm.

In Constructive Solid Geometry (CSG), CAD models are built using Boolean operations such as union (\( \cup \)), intersection (\( \cap \)) and difference (\( - \)). When two parts intersect they form a contour of concave discontinuity as per transversality regularity [41]. In the case of join operation (\( \cup \)) between two components, the concave discontinuity actually forms the boundary between the two parts as shown in Figure 4(a) (green boundary). The vertices in this region have one of their principal curvature \( k_{min} \) negative because of this concave discontinuity, but the other principal curvature \( k_{max} \) is positive because of the convexity in the original part. Since \( k_{max} \) and \( k_{min} \) of the vertices in this region are of opposite signs, the vertices in this region becomes hyperbolic vertices.

Similarly, when difference operation (\( - \)) is performed between two parts, some region from a part is removed (as shown in Figure 4(b) (green boundary)). This will also give rise to concavity and the points in that region become hyperbolic. All the triangles incident on these hyperbolic vertices lie on the same part and there is no segment boundary. Hence, all the hyperbolic vertices need not lie on a segment boundary.
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However, when the sketch profile extruded is a concave polygon (‘C’ as shown in Figure 5(a)), all the vertices in the segment boundary are not hyperbolic (the vertices in outer curve becomes hyperbolic vertices).

In case of extruding a profile with an all-concave inner edges (Figure 5(b)), it can be noted that the inner set of edges is not hyperbolic and the outer set of edges is hyperbolic. In order to prevent over-segmentation we use the condition that at least one edge on the boundary loop has to be a hyperbolic edge. In the case of extrusion with a negative depth (Figure 5(c)), all hyperbolic vertices in the model need not lie on a segment boundary. Hence, in our approach, we use hyperbolic points in conjunction with concavity.

3.3. Extraction of Segment Boundaries and Segmentation

In this section, the boundaries between two parts which guide the segmentation process are identified. Initially, from the input CAD mesh model, the principal and the Gaussian curvatures at all the vertices are computed (using CGAL [42]) and the hyperbolic vertices $V_H$ are identified. The paper makes few assumptions on the input models such as: they have consistent orientations, they do not have seams along the hyperbolic edges and that they do not have self intersections.

3.3.1. Finding the boundary edges

In order to find the segment boundaries, the set of edges which lie on the boundary region are needed. The set of edges that characterize the boundary are divided into concave edges and hyperbolic Edges. The edges in the input CAD mesh model which connect two hyperbolic vertices are found. Then, it is checked whether the edges lie in a region of concave discontinuity.

In order to check whether an edge lies in a region of concave discontinuity, the orientation of the two triangles ($T_1$ and $T_2$) incident on that edge are used. If a supporting plane $P$ is constructed using one of the triangles ($T_1$), then the other triangle ($T_2$) lies either above, below or on the plane. In Figure 5(d), a plane $P$ is constructed using $\triangle ABC$. Let $N$ be the normal for the plane. A triangle lies above the plane, if it entirely lies in the side of $N$ and the triangle lies below the plane, if it lies on the side opposite to the direction of $N$.

Only when the triangle $T_2$ lies entirely above the plane $P$, a concavity is formed between the two triangles. When there is a concavity between the two triangles, the common edge between two triangles lies on a region of concave discontinuity and the edge is a part of a segment boundary. In Figure 6(a), the edges corresponding to this concave region are highlighted in red and they define a segment boundary. All such edges are hyperbolic edges and are assigned to a new edge set $E_H$ (a set of hyperbolic edges).

When two segments are close by, there might be edges in the input mesh which directly connect the two segments (yellow edges in Figure 6(b)). Though the end points of those edges are hyperbolic vertices, it is evident that they do not form any segment boundary, since they connect two independent segments. As the edges connecting two independent segments are non-concave, these edges are not added to $E_H$. It can be noted that this condition is applicable even when the base surface is a curved one.

Similarly, the blue edges in the Figure 5(c) connect two hyperbolic points but the triangles incident on these edges belong to the same segment. Hence, when the triangle $T_2$ entirely lies below the supporting plane $P$ constructed using the triangle $T_1$, the edge is not assigned to $E_H$, since that edge does not correspond to a segment boundary. The triangles $T_1$ and $T_2$ belong to the same segment in this case.

3.3.3. Segment boundaries of Concave regions

In case of filleted regions that are concave, all the vertices on the region will be hyperbolic points (green dots in Figure 7). If all hyperbolic edges are considered as candidate edges $E_{can}$, then it will generate an oversegmented region. The edges connecting the filleted region to the base region has to be identified. Such edges will have a set of hyperbolic edges towards only one side. From the set of concave edges $E_C$, select the edges with its two incident vertices which are hyperbolic vertices $V_H$. In each of those edges, find the two incident triangles and consider all its six edges. If all of them are hyperbolic edges $E_H$, then those edges belong to a curved region and has to be avoided. In case if out of the six edges on two incident triangles, two of those edges are non-hyperbolic, then the concave edge in consideration will be a candidate edge $E_{can}$. In Figure 7 considering the red edge in a filleted region which is concave, its two adjacent triangles are highlighted with blue edges. All the six edges arising from those two triangles are hyperbolic (blue and red edges). Hence the red edge will not be added to $E_{can}$. The cyan edge which is a concave edge has two adjacent triangles, only four vertices are hyperbolic (edges highlighted in purple and cyan) and two edges are non-hyperbolic (edges highlighted in pink), hence the cyan edge will be added to $E_{can}$.

3.3.4. Segment boundaries from strongly connected components $SCCs$

All the hyperbolic edges $E_H$ existing in the mesh model will be added to the set of candidate edges $E_{can}$. From all such candidate edges $E_{can}$, a directed graph $G$ is constructed. The direction of the edges for the construction of $G$ are taken from a
In order to separate such regions we need to find out the unused hyperbolic edges until the current stage and make use of them as a cue to the boundary extraction. For example in Figure 8(b), the blue edges are the unused concave edges and red edges are flat edges part of the expected boundary. Here the set of red edges and blue edges combined will form a segment boundary. Let \( E_{unhyp} \) be such unused hyperbolic edges. We construct planes \( P_{unhyp} \) from the adjacent facets of all \( E_{unhyp} \). Then we find all the edges lying on \( P_{unhyp} \) satisfying few criteria viz the edges shall not be a convex edge, it has to be a flat edge and both the facets incident to the edge should not lie on the supporting plane simultaneously. A list of all such edges are found and another graph is constructed to form an SCC which will find the segment boundaries. All such boundaries found are added to the universal segment boundary list.

**Algorithm 1: CAD Segmentation Algorithm**

Input: Input mesh data, \( M = (V,E) \).

Output: Segmented mesh \( S = \{S_1, S_2, ..., S_n\} \).

1. Compute \( E' \forall E \in M \).
2. \( V_H \leftarrow \) hyperbolic vertices, \( E_C \leftarrow \) Concave edges.
3. \( E_H \leftarrow \) \((e,j)\) incident on \( V_{hi}, V_{ho} \) and a concave edge.
4. For each \( E_C \), extract six \( s' \) of two incident \( \Delta s \)
5. if one \( i_1 \) or \( i_2 \) has \( |E_{ij}| < 2 \) then
6. \( E_{unhyp} \leftarrow E_{unhyp} \)
7. end if
8. \( E_{hyp} \leftarrow SCC \) of \( G(V,H,E_{unhyp}) \)
9. \( E_{hyp} \leftarrow E_{hyp} - E_C \)
10. \( E_{hyp} \leftarrow SCC \) of \( G(V,E_{hyp}) \)
11. For each \( e \in E_{unhyp} \) construct supporting planes \( P_{unhyp} \) from its incident \( \Delta s \)
12. \( E_{hyp} \leftarrow e \) lying on \( P \in P_{unhyp} \) \( e \) is flat and non-convex
13. \( E_{hyp} \leftarrow SCC \) of \( G(V,E_{hyp}) \)

\( E_{hyp} \)

14. \( E_B \leftarrow \bigcup E_b \) if atleast one \( E \) in \( E_{hyp} \) is \( E_H \)
15. for each \( SCC \) in \( E_{hyp} \) do
16. \( S \leftarrow \) segment where \( SCC \) belongs
17. \( S_r \leftarrow 0 \) and \( S_{nec} \leftarrow 0 \)
18. Pick \( \Delta s_{new} \) incident on \( E \) in \( SCC \)
19. \( E \leftarrow \Delta s_{new} \)
20. for each edge \( E \) in \( edges \) do
21. if \( edge \notin E \) then
22. Flood through \( \Delta s \) incident on edge
23. end if
24. end for
25. \( S_{nec} \leftarrow \Delta s \) reachable from \( \Delta s_{new} \)
26. \( S \leftarrow S - S_{nec} \) and \( S_r \leftarrow S_r + S_{nec} \)
27. end for
28. return \( S = \bigcup_{i=1}^{n} S_i \)

3.4. Extracting the segments

After the segment boundaries are identified from the strongly connected components, the various segments are found using a flooding-based region growing method. In order to find the triangles corresponding to a segment, a seed triangle \( T_s \) incident on an edge in a strongly connected component is picked. In Figure 8(c), the segment boundary is highlighted in red and the seed triangle picked is highlighted in green. From \( T_s \), the segment is expanded through the edges using a queueing approach. The edges which are part of any strongly connected component are not enqueued, ensuring that the segment does not grow beyond the segment boundaries. The edges highlighted in pink in Figure 8(c) incident on the seed triangle are enqueued. The region growing process is continued using the triangles incident on the edges enqueued and the triangle which are already a part of that segment are not considered.

This process sub-divides the model into two segments. The
A step by step illustration of the working of our algorithm using a sample CAD mesh model is given in Figure 9. The Gaussian curvature for all the vertices in the input model are computed and the hyperbolic vertices \( V_H \) are identified (green vertices in Figures 9(a) and 9(b) (Algorithm 1 step 2)). From these hyperbolic vertices, the hyperbolic edges \( E_H \) are found (edges in red in Figures 9(c) and 9(d) (Algorithm 1 step 6)). These hyperbolic edges \( E_H \) are used to find strongly connected components (blue edges in Figure 9(e) and 9(f) (Algorithm 1 step 8)) which defines the segment boundaries. It can be noticed that not all the hyperbolic edges are a part of the previously found strongly connected components. These edges are classified as Solitary edges \( E_S \) (pink in Figure 9(g) (Algorithm 1 step 9)). The strongly connected components found using \( E_S \) are shown in orange colored edges in Figure 9(h) (Algorithm 1 step 10). A list of strongly connected components which define the segment boundaries are found (Figure 9(i) (Algorithm 1 step 14)). From these segment boundaries, the model is segmented using a flooding-based region growing method. The segmented result of our algorithm for the given input model is shown in Figures 9(j) and 9(k) (Algorithm 1 step 28).

**4. Clustering of Segments**

An autoencoder [44] is trained with the subparts which are segmented from a CAD model. The feature representation of the segments of each CAD model are fed into an autoencoder network to find a compressed representation of the same.

We are proposing a Gauss map [45] based feature extraction method to extract features from each segment and feed it into the network. The part clustering section of the Figure 10 describes the entire process.

**4.1. Gauss map based Feature Extraction**

The segments could be aligned in various orientations in their original models. Hence a uniform representation of these parts has to be found to make them orientation invariant. It has been shown in [8] that principal axis based approaches are more suited for axis-aligned models. Motivated by that statement, we use the following procedure; In order to transform each part we calculate the oriented bounding box of each sub-part and find the longest axis of this box. The angle \( \theta \) between the longest axis and Z axis is found and the object is rotated by \( \theta \) thereby aligning the major axis of each part to Z axis. The property that the oriented bounding box is to rest on its largest face is also satisfied. The aligned model might face away from or towards the origin after this processing. So in order to preserve uniformity the part boundary (if single) is always made to face the origin. If there are two boundaries then the largest loop is made to face the origin. Thus all the segments across all the models are uniformly aligned before building the training dataset.

Given a surface \( X \) lying in \( \mathbb{R}^3 \), the Gauss map is a continuous map \( N : X \rightarrow S^2 \) such that \( N(p) \) is a unit vector orthogonal to \( X \) at \( p \), namely the normal vector to \( X \) at \( p \). Every facet in the segment is mapped to a facet in discrete version of the Gauss map, sampling with 102 vertices as shown in Figure 11(c). Since the variability of the CAD part is less compared to organic shapes, a 102 (=10x10 + 2) sampling of the gauss sphere would be sufficient to capture the geometry. A k-d tree is formed with the Gauss Map and every facet normal in a segment is mapped to the points in the Gauss map using the nearest neighbor algorithm. A [102x1] feature vector is created for every segment.
which denotes the Gauss sphere vertices and once a facet is mapped to a vertex, the area of the facet is added to its corresponding position in the vector. The cone in Figure 11(a) is mapped to the blue color in Gauss sphere and the cylinder in Figure 11(b) is mapped to red color. Finally the feature vector is normalized to get a representation which gives the percentage of area on the surface oriented to each direction. Later the features are normalized globally. Every segment is thus represented with a $[102\times1]$ feature vector.

4.2. Autoencoder-based feature mapping

The feature vectors of each segments are individually fed into an autoencoder for training. Autoencoders are simple learning circuits which aim to transform inputs into outputs with the least possible amount of distortion. The architecture of the proposed autoencoder is as described using the Figure 12. The hidden layers will compress the input data with a better representation than the raw data. Stacked autoencoder has several hidden layers. However, the number of hidden layers is always experiential. An autoencoder neural network is a typical unsupervised learning algorithm to train the output to be equal to the inputs. Our autoencoder architecture has seven hidden layers in which the fourth hidden layer is used to find the latent space representation $Z$. It has an encoder and a decoder part which tries to reconstruct the input vector $X$ at the output layer such that:

$$\Psi : X \rightarrow Z \quad and \quad \Phi : Z \rightarrow X$$

(1)

$$\Psi, \Phi = \arg \min_{\Psi, \Phi} \|X - (\Psi \circ \Phi)X\|^2$$

(2)

4.2.1. Training the network

The hyperparameters which are to be predefined before training the autoencoder are code size, number of layers, number of nodes per layer, and the loss function. The autoencoder network has seven hidden layers and an input and output layer each for the input vector and the reconstructed vector. Both the encoder and decoder are fully connected neural networks. The number of nodes in each layer is defined as in Figure 12. The arctan (tanh) is used as the activation function. $[3\times1]$ is the code size. Mean squared error (MSE) is used as the loss function since the outputs are real-valued and Adam optimization [46] is used to minimize the loss function. Other hyperparameters involved are learning rate, number of epochs and batch size. The learning rate scales the weight vector in order to minimize the loss function. A learning rate of 0.005 is used and the value has been determined through experimentation. Epochs are the number of times an entire data set is passed to the network for training and 100 as the number of epochs provided the best re-
4.3. Hierarchical Clustering on feature space

The Autoencoder will reduce the feature vector into a lower dimensional feature space of $[3 \times 1]$ vector size. Now we have to classify the feature vector of each part in this feature space. Hierarchical clustering method is for part clustering in a bottom-up agglomerative fashion. In agglomerative method each individual part begins as a separate cluster and at each step clusters are merged together based on a distance measure. The linkage criteria determine the metric used for the merge strategy. The metric used for linkage in our approach is Euclidean and the linkage is Average, which minimizes the average distance of each observation in the two sets. This merging will stop when it reaches a threshold value $\tau$ given by the user. In order to view the clusters and the intercluster distance we make use of a dendrogram as shown in Figure 13 to visualise the possible clusters and fixing the $\tau$. From experimenting with our dataset we have finalised the value of $\tau = 0.05$. Finally our feature space will be divided into $N$ number of clusters. In our dataset used for clustering, we observed a total of 101 number of clusters. Using this clustered feature space we used the Nearest Neighbour algorithm to assign a cluster label to each subpart in a query model. Once the clustering of subparts has been done to various category, a bag of features for each model is constructed with the number of subparts belonging to each category $FS = [1, 2, ...N]$. The proposed segmentation algorithm (Algorithm 1) has been implemented using C++ and CGAL [42]. The algorithm has been extensively tested on various CAD models from benchmark data sets like Engineering Shape Benchmark (ESB) [11], National Design Repository [2] and models from online repositories like GRABCAD [47].

5. Results and Discussion

5.1. Segmentation

The segmentation algorithm (Algorithm 1) has been implemented using C++ and CGAL [42]. The algorithm has been extensively tested on various CAD models from benchmark data sets like Engineering Shape Benchmark (ESB) [11], National Design Repository [2] and models from online repositories like GRABCAD [47].

Fig. 13: Dendrogram constructed for Hierarchical clustering

5.4. Part-in-whole retrieval

Part retrieval will consider a sub-part of any model and retrieve all the models which consist of this constituent part in it. In order to perform this operation, the part under consideration is fed to the trained autoencoder network and a reduced feature representation in $[3 \times 1]$ space is found. Now this reduced feature is mapped to the hierarchically clustered feature space of the trained data using the Nearest Neighbour algorithm. The cluster $p$ where the part belongs to is found which is $p \in [1, 2, ...N]$. Using this category $p$, we can retrieve all the models from the indexed database, where $p > 0$ in $FS = [1, 2, ...p, ...N]$. The retrieval section of the Figure 14 describes the process.

Fig. 14: Results of our Segmentation algorithm.

To test the segmentation algorithm, a data set of various engineering parts and assemblies are chosen. The segments identified by our algorithm were manually verified with the segmented results based on human perception. The chosen models have various characteristics like multiple genus, non-planar boundary, fillets, tiny segments etc.

Figures 14(a), 14(b) and Figure 14(c) show the segmented results of a DVI connector and SMA Tee adapter. In Figures 14(d), 14(h), 14(i) and 14(w), the segmented results of various simple models like a MOSFET, collector, pressure switch, spark plug etc. are shown.

Features like volumetric fillets are also segmented into separate segment by the algorithm (purple in Figure 14(f)). In Figure 14(v) the treads of the tire model are segmented. In Figures 14(l) and 14(e), the parts with boundaries falling on flat edges have been done to various category, a bag of features for each model is constructed with the number of subparts belonging to each category $FS = [1, 2, ...N]$. The metric used for linkage in our approach is Euclidean and the linkage is Average, which minimizes the average distance of each observation in the two sets. This merging will stop when it reaches a threshold value $\tau$ given by the user. In order to view the clusters and the intercluster distance we make use of a dendrogram as shown in Figure 13 to visualise the possible clusters and fixing the $\tau$. From experimenting with our dataset we have finalised the value of $\tau = 0.05$. Finally our feature space will be divided into $N$ number of clusters. In our dataset used for clustering, we observed a total of 101 number of clusters. Using this clustered feature space we used the Nearest Neighbour algorithm to assign a cluster label to each subpart in a query model. Once the clustering of subparts has been done to various category, a bag of features for each model is constructed with the number of subparts belonging to each category $FS = [1, 2, ...N]$. The proposed segmentation algorithm (Algorithm 1) has been implemented using C++ and CGAL [42]. The algorithm has been extensively tested on various CAD models from benchmark data sets like Engineering Shape Benchmark (ESB) [11], National Design Repository [2] and models from online repositories like GRABCAD [47].
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Figures 14(a), 14(b) and Figure 14(c) show the segmented results of a DVI connector and SMA Tee adapter. In Figures 14(d), 14(h), 14(i) and 14(w), the segmented results of various simple models like a MOSFET, collector, pressure switch, spark plug etc. are shown.

Features like volumetric fillets are also segmented into separate segment by the algorithm (purple in Figure 14(f)). In Figure 14(v) the treads of the tire model are segmented. In Figures 14(l) and 14(e), the parts with boundaries falling on flat edges have been done to various category, a bag of features for each model is constructed with the number of subparts belonging to each category $FS = [1, 2, ...N]$. The metric used for linkage in our approach is Euclidean and the linkage is Average, which minimizes the average distance of each observation in the two sets. This merging will stop when it reaches a threshold value $\tau$ given by the user. In order to view the clusters and the intercluster distance we make use of a dendrogram as shown in Figure 13 to visualise the possible clusters and fixing the $\tau$. From experimenting with our dataset we have finalised the value of $\tau = 0.05$. Finally our feature space will be divided into $N$ number of clusters. In our dataset used for clustering, we observed a total of 101 number of clusters. Using this clustered feature space we used the Nearest Neighbour algorithm to assign a cluster label to each subpart in a query model. Once the clustering of subparts has been done to various category, a bag of features for each model is constructed with the number of subparts belonging to each category $FS = [1, 2, ...N]$. The proposed segmentation algorithm (Algorithm 1) has been implemented using C++ and CGAL [42]. The algorithm has been extensively tested on various CAD models from benchmark data sets like Engineering Shape Benchmark (ESB) [11], National Design Repository [2] and models from online repositories like GRABCAD [47].
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Figures 14(a), 14(b) and Figure 14(c) show the segmented results of a DVI connector and SMA Tee adapter. In Figures 14(d), 14(h), 14(i) and 14(w), the segmented results of various simple models like a MOSFET, collector, pressure switch, spark plug etc. are shown.

Features like volumetric fillets are also segmented into separate segment by the algorithm (purple in Figure 14(f)). In Figure 14(v) the treads of the tire model are segmented. In Figures 14(l) and 14(e), the parts with boundaries falling on flat edges have been done to various category, a bag of features for each model is constructed with the number of subparts belonging to each category $FS = [1, 2, ...N]$. The metric used for linkage in our approach is Euclidean and the linkage is Average, which minimizes the average distance of each observation in the two sets. This merging will stop when it reaches a threshold value $\tau$ given by the user. In order to view the clusters and the intercluster distance we make use of a dendrogram as shown in Figure 13 to visualise the possible clusters and fixing the $\tau$. From experimenting with our dataset we have finalised the value of $\tau = 0.05$. Finally our feature space will be divided into $N$ number of clusters. In our dataset used for clustering, we observed a total of 101 number of clusters. Using this clustered feature space we used the Nearest Neighbour algorithm to assign a cluster label to each subpart in a query model. Once the clustering of subparts has been done to various category, a bag of features for each model is constructed with the number of subparts belonging to each category $FS = [1, 2, ...N]$. The proposed segmentation algorithm (Algorithm 1) has been implemented using C++ and CGAL [42]. The algorithm has been extensively tested on various CAD models from benchmark data sets like Engineering Shape Benchmark (ESB) [11], National Design Repository [2] and models from online repositories like GRABCAD [47].
are segmented. Hence we are able to demonstrate the boundary detection of parts with at least one hyperbolic edge on it.

The segmented results of various complex assemblies like a quad-copter and an air-pump have been shown in Figure 14(t) and Figure 14(t). The fins of the missile in [14(m) are segmented. The algorithm can segment small features like characters embossed on the model as in Figure 14(r). In Figure 14(s), a zoomed in portions of our result is shown. The letter embossed on the model is separated into individual segments. The results given in Figure 14 exhibit its ability to segment the model into meaningful components.

5.1.1. Comparison with existing approaches

Figure 15 shows the comparison of our approach with other methods. Comparison was done with the approaches where code was available publicly (SDF [13], WC Seg [14] and HFP [19]).

Fig. 15: Comparison of our Segmentation algorithm with other existing works.

For models Bearing_Post_56_Back, a-arm2, RedLantern and SparkPlug the SDF segmentation tends to under-segment the model thereby making it unable to extract the prominent features of the assembly. In models Bearing_Post_56_Back and SparkPlug the HFP method tends to over-segment the model while selecting the appropriate number of clusters in order to capture the prominent parts. In RedLantern, the button is not segmented as a separate entity in WC segmentation, SDF and HFP, but our method is able to identify the button as a separate entity and also avoid over-segmentation. The WC segmentation has under-segmented the model in RedLantern and the segmentation is not meaningful in a-arm2. All of these models are segmented correctly into meaningful parts by our method.

The primitive-based approaches like HFP are limited to planes, cylinders and spheres and also requires the user to select the primitives based on observation and select the number of segments. Using HFP for segmentation requires multiple trials for selecting the parameters and coming up with the best-suited values for our expected result.

Our algorithm does not depend on any parametric values as used in many approaches. Many of the current approaches [25][26] used parameters like angle threshold, constraints on geodesic and angular distances, values for the size of the search region etc. Our approach being non-parametric does not need any experience for using the algorithm and obtaining the desired results. Many methods [19] use multiple parameters which need previous experience in tuning them, to obtain the appropriate results. In general, our approach has segmented the models on par with the existing ones or better, without manual intervention or using threshold values.

5.1.2. Noisy input

As a mesh model can be imported from different sources, it is possible that there can be noise in the data. To test the algorithm for noisy inputs, ReMESH 2.1 [48] (an editor for manifold triangle meshes) was used to generate them. Noise is varied by distributing the Gaussian noise over the model in the normal direction and it is performed by increasing the percentage of bounding ball radius (BBR) of the mesh model [48]. Figure 16 shows the results for models with varying noise specified by BBR. For BBR = 10 to 100, Figures 16(c)-(f) show that the algorithm has extracted all the segments correctly. For BBR = 200, only one segment was found correct (Figure 16(g)). For BBR = 500, none of segments were found correctly (Figure 16(h)). Table 1 compares performance of SDF, WC segmentation, HFP and our method on input models with BBR=100. SDF gives under segmented result for noisy input data. WC segmentation and HFP will not always give the correct segmentation under the influence of noise. The use of strongly connected components enabled the algorithm to handle noisy models, where a manual intervention or parameter setting could be very cumbersome.

5.1.3. Run Time for segmentation

<table>
<thead>
<tr>
<th>Part</th>
<th>V</th>
<th>F</th>
<th>RT(s)</th>
<th>NS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>505</td>
<td>7006</td>
<td>0.4</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>47593</td>
<td>95182</td>
<td>1.7</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>198</td>
<td>396</td>
<td>0.009</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5202</td>
<td>6400</td>
<td>0.33</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>1016</td>
<td>2016</td>
<td>0.05</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1360</td>
<td>3118</td>
<td>0.24</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>2678</td>
<td>0.24</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>858</td>
<td>11284</td>
<td>0.13</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4797</td>
<td>9586</td>
<td>0.7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4797</td>
<td>9586</td>
<td>0.84</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>7097</td>
<td>11284</td>
<td>0.84</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1: Running Time of Segmentation. V - number of vertices in the input mesh model, F - number of facets in the input mesh model, RT(s) - running time in seconds, NS - number of segments captured.

Our current implementation of the segmentation algorithm on average takes less than a second for about 5K vertices. Ta-
Table 1 shows the running time for various CAD mesh models in Figure 14 along with details of the mesh.

5.2. Part clustering

The part clustering has been implemented using Python 3, PyTorch [49] and Scikit-learn [50]. All the implementations were carried out on a system running Ubuntu 18.04 Operating System. The system has an Intel Xeon CPU with 32GB RAM and an NVIDIA Tesla K20 GPU with 4GB RAM.

Results of the part clustering algorithm are given in Figure 18. The outputs generated by algorithm is manually verified with the segmented results based on human perception since there is no labeled benchmark available for part clustering. The results demonstrate the ability of the algorithm to classify similar objects into the same category. Parts of similar classes are represented by the same color. The colors are pre-set randomly.

Figure 18(a) shows the letters embossed on a surface. All the alphabets are segmented and classified based on shape similarity. We can see that the letters such as n, l, e etc are grouped into appropriate classes. Letters C and G are misclassified into same class due to their geometric similarity and due to less training data. In Figure 18(g) the motorcasing pins are classified into same category. In ballcatcher Figure 18(d) all the legs in the model are correctly classified. All the pins in the model 1(b) are correctly classified. In Mosfet Figure 18(e) all the three pins are classified as same set. Similarly in SMATEEAdapter Figure 18(h), the adapter plugs are correctly classified as same category. Valves in Figures 18(i) are classified into similar parts across these models.

In Figure 18(j), although overall the parts look similar, the head part has a slight difference in the geometry of the groove, hence both are classified as different objects.

Gauss-map based feature is able to encapsulate the geometry of the part as well as the aspect ratio of it. Since the feature is normalized later the scaling up or down of models does not influence it. Geometrically similar shapes (eg: Cylinder) having different aspect ratio will generate different features and lead to different clusters.

5.2.1. Run Time for part clustering

The training time required for the autoencoder was approximately 30 minutes. Training is only a single time operation and hence its run time does not affect the part clustering process which may be attempted for different models at various times. The part clustering of a model on average takes 0.01 seconds.

5.3. PWR of CAD Models

The part-in-whole retrieval algorithm is tested using the segmented database which we constructed. The outputs generated by part clustering algorithm is manually verified with the segmented results based on human perception since there is no benchmark available for part retrieval of CAD models. The results of our algorithm are given in Figure 19. The results demonstrate the ability of the algorithm to retrieve the objects containing the query part as a constituent part. The query part contained across various retrieved results will be colored uniformly. The retrieved results can be manually verified to be of similar geometric characteristics as the query. Since the Gauss-map based feature that we proposed gives weightage to the shape orientation as well as the normalised size of the part to be classified, only shapes containing parts with similar size and shape will be classified into same category and hence retrieved.

Figure 19 shows each query part and the corresponding retrieved models which are shown in increasing order of their distance measure in the feature space. In Figure 19(a) the query model is a pin like object, and the retrieval gives all the mod-
els (parts in ice blue) containing this part. As the distance increases in the feature space the similarity between the query and the model reduces. We can see that in DLocatingPin1, the part is almost similar but with minor difference towards its base. The final object retrieved Shift_Rod_R.L.prt has two parts in it which are almost similar to the query.

In Figure 19(b) the query model is a screwdriver head and the result (parts in light green) shows that all the retrieved models contain a similar head part which is cylindrical in geometry. Our database contained few similar models with a rectangular cross section too, but they are clustered differently and hence not retrieved.

Figure 19(c) retrieved similar models (parts in fluorescent green) with similar groove pattern. The first two objects are exactly similar and the third object is retrieved due to the shape of the groove on top on the segment. The final object retrieved is interesting to look at. Although it looks very different from the query, the raised portions on the cylindrical section does present a geometric similarity to the query model and hence the result.

For the pin query given in Figure 19(d) the first two models retrieved has exactly similar parts (in sky blue) and the fourth model retrieved is the handle of the screwdriver which is to some extent similar to the cylindrical pin query. The third model retrieved is not exactly a cylindrical pin by functionality, but it got classified into the pin category due to its geometric similarity.

For the part query given in Figure 19(e), all the models retrieved has exactly similar part contained in the whole model, since all have been correctly classified.

While experimenting with the retrieval, we have observed that whenever a part query is given, the first model retrieved is exactly the whole model containing the query part. The subsequent models retrieved will vary from the query based on the part clustering. Sometimes geometrically similar parts may get grouped together rather than their functionality since our objective is to retrieve geometrically similar parts with the query.

Since ESB is a benchmark which is based on the functionality of each shape and there is no benchmark provided for a part category in each model, it is difficult to evaluate the result automatically. Also to the extent of our knowledge, there exist no other benchmark for a query set with respect to part-in-whole matching. Hence, we rely on validating the results using human perception.

5.3.1. Run Time for PWR

The part retrieval of models is quite fast and requires around 0.01 seconds on average. The training time required for the Autoencoder was approximately 30 minutes. The training time does not affect the retrieval algorithm.

5.4. Limitations and future work

A limitation of our segmentation method is that when there is a single through hole passing through two parts, the model will not be segmented. For example, in Figure 20(a) though the segment boundary between the two blocks is found (magenta edges), the region growing process extends the segment through the triangles in the hole region and reaches the other segment. Hence, the two blocks are not segmented and they remain as a single segment as in Figure 20(b). Triangle subdivision techniques can be included to handle the cases, where there is a single through hole passing through two parts. We are also exploring applications like feature suppression of CAD mesh models.

Also in clustering of the subparts, since the clustering is based on a threshold \( r \) given by the user, setting \( r \) requires some visualization of the dendrogram resulting from the feature space. The result of the clustering will depend a lot of value of \( r \) and it has to be set appropriately. If it is too high, dissimilar clusters may merge together into a single class. if it is too low, then similar parts will be split into multiple clusters.

6. Conclusion

We have developed and demonstrated a threshold-independent non-parametric algorithm for the part-based segmentation of CAD mesh models without any user input. Experiments on various CAD models showed that the algorithm was not only very fast but also very robust, capturing all the segments. It was shown that Gauss map based feature along with autoencoders and hierarchical clustering can be used for an unsupervised part clustering of CAD models. Finally, part-in-whole retrieval of CAD models demonstrate the utility value of our approach. Limitations and future work have also been discussed.
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